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Stress Testing Economic Data 
 

I will start with the observation that subjecting a person, institution, or social system to 

extraordinary stress often reveals strengths and weaknesses that were previously hidden. The 

recent economic crisis is no exception.  It highlighted significant weaknesses in our financial and 

regulatory systems—weaknesses that Congress and the Administration have acted to address.  

However, the crisis and ongoing recovery have also revealed important weaknesses in the 

statistical infrastructure that policymakers and others use to assess the performance of the 

economy, to predict its future prospects, and to evaluate the effectiveness of various public 

policy options. The economic crisis has given an unintended stress test of our economic and 

financial indicators.   

 

While I am relatively well acquainted with the uses of economic data—before joining the 

Administration I led a million-dollar research effort called the Princeton Data Improvement 

Initiative that evaluated the reliability of the government statistical agencies’ main economic 

indicators, such as payroll employment—in my current job I have been constantly surprised at 

how little quantitative information can be brought to bear on fundamental policy questions, or, 

alternatively, how difficult it can be to find valid data on important and well-defined economic 

variables. In part, this reflects a lack of timeliness of certain key statistics; it also reflects the fact 
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that existing data are not useable or sufficiently detailed, or that relevant data simply do not exist.  

In my remarks I will discuss some of the major problems with our current economic statistics 

that have hampered our ability to understand and respond to the recent crisis, and then I will 

make some modest recommendations as to how some of these problems might be mitigated.   

 

The first problem I want to discuss is timeliness.  In many cases, potentially valuable information 

is collected infrequently or is released with a long lag, limiting its usefulness to policymakers 

and others trying to gauge the forces affecting the underlying economy or the impact of 

particular policies in real time.  For example, the Federal Reserve and the National Opinion 

Research Center produce an excellent survey called the Survey of Consumer Finances (SCF) that 

provides detailed information on household finances.  Tracking household balance sheets would 

be extremely useful in the current environment, given that declining household wealth during the 

crisis and the subsequent need for households to repair their finances have played a pivotal role 

in recent consumer spending dynamics.  But this survey is typically conducted only once every 

three years, with well more than a year’s lag between the year of the survey and the release date.   

Currently, the most recently available survey data refer to 2007, before the financial crisis 

affected consumers.  The Fed did sponsor a special survey last year, re-contacting its 2007 

sample to find out how the crisis had affected their balance sheets, but these data are not yet 

available to researchers.   

 

As another example, the best information we have on detailed household spending patterns 

comes from the Bureau of Labor Statistics’ Consumer Expenditure Survey (CEX).  Timely 

household-level information on consumer spending could give policymakers valuable 
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information on the impact of stabilization policies.  For instance, how much did the expiration 

and subsequent extension of emergency unemployment benefits in 2010 affect spending for 

workers suffering from long term unemployment, and were these impacts large enough to have 

an economically significant impact on aggregate consumer spending?  Or, did the “Cash for 

Clunkers”  program last year  increase car purchases at the expense of other big-ticket items such 

as dishwashers?  The CEX will ultimately allow us to answer such questions, but as of today we 

are largely in the dark, because currently the most recently available data are from 2008.  Data 

for 2009 will be available next month, but 2010 data will not be available until October 2011.   

 

A second problem with our economic statistics is reliability—do our statistics give us accurate 

information on the phenomena they are supposed to track?  Many of our most important high-

frequency indicators, including payroll employment and GDP, are subject to periodic revisions 

due to late-arriving data, and in many cases these revisions are both statistically and 

economically significant.  For example, the absolute annual benchmark revisions to nonfarm 

payrolls have averaged almost 0.3 percent over the past decade, and this year the benchmark 

adjustment was 0.7 percent, suggesting that the economy lost over 900,000 more jobs in the 12 

months ending in March 2009 than originally reported.   As another example, the most recent 

benchmark revision to the National Income and Product Accounts revealed that the personal 

savings rate in the U.S. was almost 6 percent in 2009, compared with a previous estimate of just 

over 4 percent; the revised figure suggests that consumers made considerably more progress 

rebuilding their balance sheets last year than we previously believed.   (This is not a criticism of 

the statistical agencies and staff that collect and process the data -- measuring the U.S. economy 

is difficult, and there is a tradeoff between speed and size of revisions – but policymakers must 



4 
 

acknowledge that considerable uncertainty exists, even when timely and comprehensive statistics 

are available.)   

 

Aside from revisions caused by late-arriving data, agencies releasing high-frequency data also 

have to grapple with the problem of seasonal adjustment.  Adjusting quarterly, monthly and 

weekly data for movements due to typical seasonal patterns, such as the spike in demand during 

the December holiday season, is both absolutely necessary and extremely challenging, given that 

the “typical” seasonal pattern can in reality change from year to year.  For instance, some auto 

companies delayed or eliminated their normal summer production shutdowns this year.  That 

meant that when the Federal Reserve applied its usual seasonal adjustment factors to auto 

production this summer, we saw a one-time surge in seasonally adjusted auto production in July, 

when the shutdown is usually scheduled, and a subsequent sharp decline in seasonally adjusted 

production in August.  Another challenge is that infrequent but large shocks can distort estimates 

of seasonal factors, as the statistical model struggles to figure out what part of the shock is 

seasonal and what part is nonseasonal.  The seasonally-adjusted series on real petroleum imports 

issued by the Bureau of Economic Analysis and incorporated into the GDP accounts has 

experienced large swings in recent quarters that are not apparent in alternative measures of oil 

imports, probably in part because their seasonal adjustment factors have been affected by large 

movements in oil prices in 2008 and 2009.   

 

The third and final problem I want to address is coverage.  Many of our statistics do not measure 

exactly what we want them to measure, and in other cases there is simply no data available on 

important phenomena.   
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In some cases, coverage gaps occur when a well-established, accurate and reliable measure fails 

to keep pace with events.  For instance, the Mortgage Bankers Association collects useful and 

comprehensive data on mortgage delinquency rates.  Their data, however, do not adjust for trial 

loan modifications.  Instead, loans modified on a trial basis continue to be reported as delinquent 

even if they are current.  Of course, this situation reflects the fact that loan modifications were 

not common until recently.  But 1.3 million mortgages have undergone trial modification starts 

since early 2009 as part of the Administration’s Home Affordable Modification Program.  

Accounting for the number of loans in modification is now critical for interpreting statistics on 

delinquencies.   

 

As another example, the monthly house price index published by the Federal Housing Finance 

Agency is appealing in many respects; it is constructed only using repeat sales, so that it adjusts 

for differences in size, quality and local amenities across different houses, and it has broader 

nationwide geographic coverage than the Case-Shiller index, which is based only on 20 large 

cities.   But the FHFA index underestimated the run-up in house prices that occurred prior to 

2006, and the size of the subsequent crash, because it covers only houses sold with traditional 

conforming mortgages, which excludes the subprime, alt-A and other nontraditional loans that 

fueled the housing bubble.   

 

While incomplete coverage of existing data is problematic, an even more important problem that 

the recent crisis has highlighted is the near-complete lack of information that we have for a 
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number of key economic variables.  I will discuss four examples from finance, from housing 

markets, and from labor markets. 

 

1) The importance of hedge funds in financial markets has grown steadily over time. Yet we 

lack detailed data on hedge fund positions.  Indeed, the quarterly Flow of Funds Accounts 

published by the Federal Reserve include hedge funds in the household sector, which is in turn 

an artifact of the accounts’ treating the household sector as a residual. 

 

2) We lack information on the degree of interconnectedness between financial institutions 

and other market participants—for instance, data on counterparties to derivative transactions 

are almost completely lacking. As a result, it is difficult to assess systemic risk in the 

financial system. 

 

3) We lack data that integrates household characteristics -- such as income, employment status, 

and demographic data -- with data on mortgage payments, delinquencies, and loan-to-value 

ratios for a representative and recent sample.1  The lack of comprehensive micro data on 

mortgage behavior severely curtails our ability to understand what drives default and payment 

behavior, which in turn complicates the formulation of effective policy.   

 

4) Finally, the recent recession was accompanied by an alarming increase in the rate of long-term 

unemployment, which has only started to come down very recently.  Some economists have 

                                                 
1 Some recent empirical work has used loan-level data collected by LPS Applied Analytics, which includes some 
household-level information such as the FICO score and income at the time of origination, but even these data do 
not track household income shocks and do not provide information on second liens, making it impossible to measure 
homeowner equity. 
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suggested that recent increases in the generosity and duration of unemployment insurance 

benefits contribute to long-term unemployment by discouraging workers from taking jobs that 

are somewhat less than ideal.  One way to test this hypothesis would be to study data on 

workers’ reservation wages—the lowest wage or salary offer that they would accept—as well as 

information on job search behavior, including job offers and rejections.  Do workers lower their 

reservation wage when they approach the exhaustion of benefits?  The Current Population 

Survey collected data on unemployed workers’ reservation wages in 1976, but not since then.   

 

A modest proposal 

Sir Conan Doyle famously wrote, “It is a capital mistake to theorize before one has data.” I 

believe this holds true even in the midst of an economic crisis, although Sherlock Holmes might 

also have appreciated that it can be a capital mistake to wait until one has complete data to act in 

the midst of a financial panic.   I now turn to what we can do to improve the coverage, reliability 

and timeliness of economic data.   

 

First, I should note that the current administration understands the importance of improving the 

data infrastructure, and has incorporated this priority into many of its signature policies.   

For example, a crucial feature of the recent financial reform is that it creates a mechanism and 

institutional framework for collecting essential financial data that were unavailable during the 

previous crisis.  For example, because the reform will require all standard derivatives to be 

traded on an exchange, transparent information about net positions and counterparty risks will 

now be available to regulators and to market participants.  The Office of Financial Research 

(OFR), which is created by the Act, would have the appropriate resources and authority to 
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request data in a standardized format from all financial companies.   Data that OFR collects will 

enable regulators to spot risks and interconnections that threaten the entire system more quickly, 

and will also give market participants more transparent information and standard formats.  The 

OFR will also be able to scan the horizon for new financial market developments that necessitate 

new data collection efforts, so that regulators and investors can accurately assess system-wide 

risks in a timely fashion. 

 

The Administration is also committed to providing more funding for government statistical 

offices.  Better funding could solve or mitigate many of the problems I have outlined, by 

permitting agencies to expand the types of data they collect (or purchase from private sources), 

or to improve existing measures.  Unfortunately, from 1998 to 2008, real government spending 

on core statistical agencies increased by only 4 percent.2    By contrast, real discretionary 

government spending increased by 62 percent and real GDP increased by 32 percent in this 

period. Now the optimal allocation of resources to economic statistics might not growth linearly 

with the size of the economy, but I suspect that it grows at least with its square root, especially in 

a period when financial activity is becoming more complex and economic output less tangible 

and therefore more difficult to measure. 

 

Fortunately, support for the statistical agencies has been stronger under the current 

Administration.   The Omnibus Appropriations Act of 2009 restored many of the statistical 

                                                 
2 The agencies for this calculation include the Bureau of the Census, Bureau of Labor Statistics, Bureau of 
Economic Analysis, Statistics of Income (IRS), National Agricultural Statistics Service, Economic Research 
Service, Energy Information Administration, National Center for Health Statistics, National Center for Education 
Statistics, Bureau of Justice Statistics, Bureau of Transportation Statistics, and Sciences Resources Statistics (NSF). 
Periodic spending for the Census is excluded. Source: Council of Professional Associations on Federal Statistics. 
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programs that the previous Administration tried to cut, and provided funding for long overdue 

initiatives, such as the housing sample in the CPI.  Funding for the agencies increased by 11 

percent in 2009 and 5.6 percent in 2010; the President’s budget proposal for 2011 would increase 

funding an additional 7.8 percent– a further indication of the commitment the President has made 

to basing policy decisions on evidence. 

 

In my opinion, some of this additional funding should be used to improve the flexibility in data 

collection, to enable policymakers to get more timely information about current economic 

developments and the impact of policy interventions.   Ideally, some sort of “rapid response” 

data gathering capacity could be developed to answer specific, one-shot questions, such as 

changes in spending on other goods among households who did and who did not participate in 

Cash for Clunkers, or awareness and usage of the HIRE Act, which exempts employers from 

paying payroll taxes if they hire unemployed workers.  This would not necessarily require a new 

survey; a special questions module could be added to ongoing surveys.   

 

It should also be possible to take advantage of ongoing surveys in other ways.  Let me illustrate 

this point by considering the small businesses, which were particularly hard hit by the recession.  

We know that from the Business Employment and Dynamics data.  But the BED data are only 

available with a three quarter lag.  So we know less about how small businesses are doing now 

that the economy is expanding.  This is crucial because we have the strong suspicion that small 

businesses are at a disadvantage because they are more dependent on bank financing.  Using the 

Job Openings and Labor Turnover Survey (JOLTS), BLS was able to produce an experimental 

series on job growth, hiring and separations by establishment size.  I used these data in testimony 



10 
 

before the JEC.  The data confirmed that small businesses are still struggling compared to larger 

businesses, which, in my view, supports the Administration’s efforts to create a small business 

lending fund and support small businesses in other ways.  This is one example where existing 

data were tabulated in such a way to make them more informative for policymakers in a timely 

fashion.   

 

Another area where existing data can be used more effectively involves allowing researchers 

access to government data, under secure circumstances.  A good example is the analysis that 

Mathematica Policy Research did of the National Job Corps Experiment, in which they provided 

data and computer programs to the Social Security Administration.  SSA ran the programs and 

linked the experimental assignment information to payroll tax records and then provided 

aggregate tabulations back to Mathematica.  In situations where existing data can be leveraged in 

new ways, such as by crunching existing data in innovative ways or linking between data sets, it 

seems to me that there is much to be gained at very low cost, as long as confidentiality and 

privacy can be assured.   

 

While government collected data will be essential for policymakers and the public, it is 

inevitable that we will also be forced to rely on privately collected data in many areas. Therefore, 

I would like to make a modest proposal – that we leverage private sources of economic data to 

improve our statistical infrastructure. There already are many precedents for using privately 

collected data or data from trade sources to construct government economic statistics; for 

example, the National Income and Product Accounts draw on several private data sources (most 

notably Ward’s Automotive Reports), as do the Flow of Funds accounts. Of course, these data 
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sources are only employed if they are judged to be of sufficiently high quality, which means that 

they must be well understood, well constructed, and consistently measured over time. 

Correspondingly, data that meet these criteria are more likely to be helpful for policy analysis, 

but one has to be careful in making this determination given that the organizations that collect 

and disseminate such data sometimes have self-interest as well as public service in mind. 

 

A useful goal, therefore, is to have more types of privately collected data series that meet high 

standards of transparency and scientific design. One way to achieve this is to have a minimal set 

of guidelines for data collection and construction, combined with a process to certify that a given 

statistic meets these standards. For instance, producers of survey-based data would need to be 

encouraged to provide information about response rates, sample construction, and how any 

constructed measures are defined, and would need to make their survey instrument public.  

Knowing this would, at a minimum, allow comparison with a set of best practices. This process 

does not need to be done by the government. Indeed, something like what I have described 

already exists for opinion polling: The American Association for Public Opinion Research has a 

set of guidelines that lists information that opinion polls should disclose, and has in the past 

censured polls that do not meet its standards. Guidelines could be established for privately 

collected economic data, which often are derived from administrative records that were 

originally collected for purposes other than economic analysis. 

 

Once an agreed-upon set of technical and documentation standards was in place, a procedure 

would need to be developed to certify periodically that a given statistical series satisfied these 

requirements. The responsibility for such certification could also be placed in the hands of a 
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private organization, preferably one with a demonstrated interest in and commitment to 

excellence in economic data.   Organizations such as yours, or the National Association of 

Business Economists, would be candidates to act in this capacity -- perhaps in conjunction with 

AAPOR -- as this duty would dovetail well with your mission.   

 

By working along this intensive margin—making existing privately collected data more useful 

for policymakers and policy discussions—we could likely enjoy large improvements in our 

knowledge of the economy at relatively little cost. We could also work on the extensive margin, 

by providing more information to private organizations about which key data series 

policymakers, business leaders and others currently lack. 

 

I think we would all agree that it is a capital mistake if we do not make efforts to enhance our 

economic data to improve policymaking and to prevent future financial crises if these 

enhancements could be had at little or no additional expense. 

 

Thank you very much.  // 


